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Dear Editor,

We have read with great interest the article by Zhang et al. titled
“Development of Hybrid radiomic Machine learning models for preop-
erative prediction of meningioma grade on multiparametric MRI” pub-
lished in a recent issue of the Journal of Clinical Neuroscience [1]. The
authors are to be commended for their work on developing and
comparing machine learning models for distinguishing low and high-
grade meningiomas using multiparametric MRI, which provides valu-
able insights into the potential of radiomics and deep learning in this
domain. This study makes a significant contribution to the field of neuro-
oncology and medical imaging. While this study is insightful, we wish to
discuss certain aspects that warrant further consideration, particularly
concerning the study’s sample size, the clinical applicability of the re-
ported predictive performance, and the lack of external validation.

A primary concern is the study’s reliance on a relatively small and
imbalanced dataset. The analysis included 97 low-grade and only 18
high-grade meningiomas. This small sample size for high-grade tumors
significantly impacts the generalizability and stability of the developed
models, a well-recognized challenge in machine learning applications
[2]. While the authors acknowledge this limitation and employed
oversampling techniques, the robustness of models trained on such a
limited number of high-grade cases remains questionable. This is
particularly critical as the accurate identification of high-grade menin-
giomas is paramount for appropriate treatment planning [3].

Furthermore, while the reported Receiver Operating Characteristic
Area Under the Curve (ROC AUC) values for the Handcrafted Radiomics
Only (HRO) and Handcrafted with Deep Learning Radiomics (HDLR)
models (0.825 and 0.794, respectively) are promising, the reported
sensitivity and Positive Predictive Value (PPV) raise concerns about the
models’ clinical utility. The sensitivities (0.499 for HRO and 0.509 for
HDLR) and the wide confidence intervals for PPV (0.529 [0.238,0.924]
for HRO and 0.465 [0.263,0.846] for HDLR) suggest that a substantial
proportion of high-grade meningiomas might be misclassified as low-
grade, and the reliability of a positive prediction for a high-grade
tumor is highly variable. In a clinical setting, high sensitivity is crucial
to avoid under-treatment of aggressive tumors, and a more consistent
PPV is needed for confident decision-making [4].

The study also acknowledges the lack of external validation, stating
that “Larger, multi-centre studies are warranted to confirm our find-
ings.” This is a crucial point, as single-center retrospective analyses,
while valuable for initial exploration, often suffer from limited gener-
alizability due to institution-specific patient populations, imaging pro-
tocols, and scanner characteristics [5]. Without external validation, the
true performance of these models in diverse clinical settings remains
unknown. Additionally, the manual segmentation of tumors introduces
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potential operator-dependent variability, which could affect feature
extraction and, consequently, model performance [6]. Future studies
might consider exploring automated segmentation methods or assessing
inter-rater reliability for manual segmentations to enhance reproduc-
ibility [7].

In summary, while the study by Zhang et al. is a valuable contribu-
tion to the preoperative grading of meningiomas using advanced im-
aging analytics, the limitations regarding small sample size, particularly
for high-grade tumors, the modest sensitivity and PPV, and the absence
of external validation temper the immediate clinical applicability of the
proposed models. We believe that discussion of these points will be
beneficial for the ongoing research in this area. We look forward to
further research that builds upon these important findings, ideally
through larger, multi-center prospective studies with robust external
validation to develop more reliable and clinically translatable predictive
tools.
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